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Motivation
➢ Performance of machine learning models degrade significantly under distribution

shifts i.e., when 𝑃𝑠𝑜𝑢𝑟𝑐𝑒 𝑥, 𝑦 ≠ 𝑃𝑡𝑎𝑟𝑔𝑒𝑡 𝑥, 𝑦 .

➢ A domain invariant representation that minimizes error on the source domain
may fail to reduce the error on the target domain.

➢ Previous works have explained this failure for scenarios such as shifts in the marginal
label distributions or have empirically demonstrated these representations to increase
the error of the ideal joint hypothesis.

Contributions
➢ To provably explain the failure of learning in the unsupervised domain

adaptation (UDA) setting we propose a lower bound on the target domain error.

➢ Through simple examples we illustrate the success of state-of-the-art UDA
methods to be dependent on the data distributions of the two domains.

➢ We propose mislabeled, watermarked and clean-label data poisoning attacks to
gauge the robustness of UDA methods at aligning the two domains.

Necessary condition for learning in the UDA setting
Notations:
• 𝒳 denotes the data domain and 𝒟 denotes a distribution on this domain.

• 𝑓:𝒳 → 0,1 is a deterministic labeling function, 𝑔:𝒳 → 𝒵 is a map from data to the representation space
and ℎ: 𝒵 → [0,1] is a hypothesis in the representation space.

• ෤𝑝 𝑧 is the density function of the distribution induced by 𝑔 on 𝒵 and ሚ𝑓 𝑧 ≔ 𝔼𝒟[𝑓(𝑥)|𝑔 𝑥 = 𝑧] be the
induced labeling function.

• 𝑒 ℎ = 𝔼𝑧∼෩𝐷 ሚ𝑓 𝑧 − ℎ 𝑧 is the misclassification error w.r.t. the induced labeling function and

𝐷1 ෤𝑝, ෤𝑝′ = 𝒵׬ | ෤𝑝 𝑧 − ෤𝑝′(𝑧)| 𝑑𝑧 be the total variation distance.

𝑻𝒉𝒆𝒐𝒓𝒆𝒎: 𝑳𝒐𝒘𝒆𝒓 𝒃𝒐𝒖𝒏𝒅 𝒐𝒏 𝒕𝒉𝒆 𝒕𝒂𝒓𝒈𝒆𝒕 𝒅𝒐𝒎𝒂𝒊𝒏 𝒆𝒓𝒓𝒐𝒓 𝒊𝒏 𝒕𝒉𝒆 𝑼𝑫𝑨 𝒔𝒆𝒕𝒕𝒊𝒏𝒈

𝐿𝑒𝑡 ℋ 𝑏𝑒 𝑡ℎ𝑒 ℎ𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑠 𝑐𝑙𝑎𝑠𝑠 𝑎𝑛𝑑 𝒢 𝑏𝑒 𝑡ℎ𝑒 𝑐𝑙𝑎𝑠𝑠 𝑜𝑓 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑝𝑠.
𝑇ℎ𝑒𝑛 ∀ ℎ ∈ ℋ 𝑎𝑛𝑑 𝑔 ∈ 𝒢,

Poisoning in unsupervised domain adaptation setting

➢ Poisoning using mislabeled data:

➢ Poisoning using watermarked data:

➢ Poisoning using clean label data:

t-SNE plots of the representation learned with UDA methods

Key Results

➢ Poisoning using mislabeled data:

➢ Poisoning using watermarked data

➢ Poisoning using clean label data (3 vs 8 on MNIST to MNIST_M task)
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Poisoning with mislabeled target domain

data fools UDA methods into aligning

wrong classes from the two domains.

Watermarked data looks like the data from

the source domain but successfully fools

UDA methods into aligning wrong classes

from the two domains.

Clean label poison data are hardest to detect

and can cause a target domain test point to

be misclassified after domain adaptation.
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Domain adaptation tasks

Clean Poison_source Poison_target
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Domain adaptation tasks

Clean Poison_severity_1 Poison_severity_2

𝑒𝑡𝑎𝑟𝑔𝑒𝑡 ℎ ≥ max 𝑒𝑡𝑎𝑟𝑔𝑒𝑡 ሚ𝑓𝑠𝑜𝑢𝑟𝑐𝑒, ሚ𝑓𝑡𝑎𝑟𝑔𝑒𝑡 , 𝑒𝑠𝑜𝑢𝑟𝑐𝑒 ሚ𝑓𝑠𝑜𝑢𝑟𝑐𝑒, ሚ𝑓𝑡𝑎𝑟𝑔𝑒𝑡
− (𝑒𝑠𝑜𝑢𝑟𝑐𝑒 ℎ + 𝐷1 ෤𝑝𝑠𝑜𝑢𝑟𝑐𝑒, ෤𝑝𝑡𝑎𝑟𝑔𝑒𝑡 ).


