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Motivation

❑ Many machine learning applications have a bilevel problem at their core. For e.g.

❖ Learning in presence of noisy labels:

min
𝑢

ℒ𝑣𝑎𝑙 𝑢, 𝑤
∗ 𝑠. 𝑡. 𝑤∗ = argmin

𝑤
ℒ𝑤_𝑡𝑟𝑎𝑖𝑛 𝑢, 𝑤 .

❖ Few-shot and meta learning:

min
𝑢



𝑖

ℒ𝑣𝑎𝑙 𝑢,𝑤∗ 𝑠. 𝑡. 𝑤𝑖
∗ = argmin

𝑤𝑖

ℒ𝑡𝑟𝑎𝑖𝑛 𝑢,𝑤𝑖 𝑖 = 1, …𝑁.

❖ Data poisoning attack:

min
𝑢

ℒ𝑣𝑎𝑙 𝑢, 𝑤
∗ 𝑠. 𝑡. 𝑤∗ = argmin

𝑤
ℒ𝑝𝑜𝑖𝑠𝑜𝑛 𝑢, 𝑤 .

❑ The steepest descent direction,
𝑑𝑓

𝑑𝑢
= ∇𝑢𝑓 − ∇𝑢𝑣

2 𝑔 ∇𝑣𝑣
2 𝑔 −1 ∇𝑣𝑓, requires

computing an inverse Hessian gradient product which can be computationally

expensive for large-scale bilevel problems.

❑Methods based on automatic differentiation or approximate inversion exist to

compute the hypergradient, but their computational complexity can be quite high.

Contributions

❑ We propose a novel algorithm to solve bilevel problems which relies on the

classical penalty function approach.

❑ We present a convergence analysis of our method and show that it converges to

the KKT solution of the single level reformulation of a bilevel problem.

❑ Our algorithm avoids computing the hypergradient and uses a sequence of

alternating minimizations, which finds the exact hypergradient asymptotically.

❑ Our algorithm is computationally efficient and achieves better or comparable

performance to previous methods on several machine learning applications.

Penalty method for bilevel optimization

We consider bilevel problems with additional upper-level constraints:

min
𝑢

𝑓 𝑢, 𝑣∗(𝑢)

𝑠. 𝑡. ℎ 𝑢, 𝑣∗(𝑢) = 0 𝑎𝑛𝑑 𝑣∗ 𝑢 = arg min
𝑣∈𝒱 𝑢

𝑔 𝑢, 𝑣 .

Assuming the solution to the lower-level problem is unique, we can replace the

lower-level problem with its necessary condition for minimality:

min
𝑢

𝑓 𝑢, 𝑣 𝑠. 𝑡. ℎ 𝑢, 𝑣 = 0 𝑎𝑛𝑑 𝛻𝑣𝑔 = 0.

We apply the penalty function approach to this problem and show that the sequence

of approximate (𝜖𝑘-optimal) solutions to the penalized unconstrained problem

(below) converges to the KKT solution of the single level problem (above).

min
𝑢,𝑣

ሚ𝑓 𝑢, 𝑣 = min
𝑢,𝑣

𝑓 𝑢, 𝑣 +
𝛾𝑘
2
(||ℎ 𝑢, 𝑣 ||2 + ||𝛻𝑣𝑔||

2).

Main algorithm (Penalty)

Convergence speed comparison

Performance comparison on machine learning applications

❑ Data denoising by importance re-weighting:

❑ Learning a common representation for few-shot learning:

❑ Clean label data poisoning attack:
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Method Time Space

FMD O(cUT) O(UV)

RMD O(cT) O(U+VT)

ApproxGrad O(cT) O(U+V)

Penalty O(cT) O(U+V)

𝐟𝐨𝐫 𝑘 = 0,… , 𝐾 − 1 𝐝𝐨

𝐰𝐡𝐢𝐥𝐞 ||∇𝑢 ሚ𝑓||
2 + ||∇𝑣 ሚ𝑓||

2 > 𝜖𝑘
2 𝐝𝐨

𝐟𝐨𝐫 𝑡 = 0,… , 𝑇 − 1 𝐝𝐨

𝑣𝑡+1 ← 𝑣𝑡 − 𝜌𝑘,𝑡∇𝑣 ሚ𝑓

𝑢𝑡+1← 𝑢𝑡 − 𝜎𝑘∇𝑢 ሚ𝑓
𝛾𝑘+1 ← 𝑐𝛾𝛾𝑘, 𝜖𝑘+1 ← 𝑐𝜖𝜖𝑘

Complexity comparison

General bilevel formulation: min
𝑢∈𝒰

𝑓 𝑢, 𝑣∗(𝑢) 𝑠. 𝑡. 𝑣∗ 𝑢 = arg min
𝑣∈𝒱 𝑢

𝑔 𝑢, 𝑣 .

Data denoising Few-shot learning


